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Abstract
In late modernity societies, the double meaning of ‘monitoring’ is not a coincidence insofar, it can be a subject or an object 
attribution, thus suggesting a phenomenological intersection between surveillance studies and technological deployments 
in mass media. Emerging applications of Artificial Intelligence (AI) tools corroborate an intensified and optimized collec-
tion of personal data, either objective ones granted by individuals themselves or subject ones silently taken by algorithmic 
learning. From an eventual possibility to an invisible probability, Big Data may be used from devising purchase preference 
profiles to political bias in election periods and to reinforce bigotry against social minorities, especially transphobia. This 
paper’s objective is to address the use of AI and Big Data as social surveillance systems tools for the establishment of more 
sophisticated strategies of social control. Before late modernity, disciplinary discursive power was an addressed tool to 
perform social control in Western societies by institutions such the Roman Catholic Church. Currently, AI technologies are 
tooled to perform a security-based society regulation, potentially deploying gathered data as threats against social categories 
that deviate from moral-based norms. Incapable of broadly embracing all cultural and social developments throughout his-
tory, such norms refer to social regulation and standardization that turn out to be exclusionary for the existence of distinctive 
individuals whose identities don’t conform to such moral standards. The issue of ethical AI regulation is therefore grounded 
in questioning to what extent Western culture values and practices are still consistent in the standardized and global deploy-
ment of social and ethical policies addressed to cultures that may hold distinctive cultural perceptions and values. Theoretical 
reflections on post-modern panoptic frameworks, such as synoptic and banoptic devices, were carried out to assess the impact 
of emerging surveillance technologies as social control strategies for the reinforced marginalization of categories of exclusion. 
Instances of recent technology-based violence discriminations, such as misogyny, religious intolerance, racism, xenophobia, 
and transphobia, are provided and seen through the lens of current AI development and transphobia. The efforts of global, 
universal, and unilateral influence of Western culture’s values on AI ethical regulation is counteracted with a reflection on 
decentralized bottom-up approaches to culture by means of applied ethnographic research to bring the potential of local 
culture into AI policy making. It is expected to corroborate future research on local-based ethical AI approaches designed 
within a specific culture’s values to mitigate and avoid social vulnerability and violence.
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1 Introduction

Out of all the natural communication systems, human lan-
guage is understood to have been built on multiple com-
binatorial and compositional settings, which enables rear-
ranging open-ended sound-based elements into close-ended 

linguistic structures, such as morphemes and words [1]. 
However, word polysemy is a semantic phenomenon that 
trespasses linguistic barriers, as verified in several human 
language-related instances [2]. Considering the constraining 
of the semiotic dimension by the symbolic [3] nuances in the 
formulation of languages, which sets one’s world perception 
and social communication practices, and the current state of 
social order and organization in Western societies, especially 
in late modernity, the realm of meanings can be ambiguous. 
However, it can also be resourceful to understand contem-
porary phenomena undertaken by the convergence of topics, 
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such as social surveillance, AI, and the oppression toward 
individuals placed in social categories of exclusion.

The meaning of Monitor, both in English and Brazilian 
Portuguese, has a parallel double connotation grounded on 
the phenomenology of perception [4], namely the essen-
tial and universal relation between subject and object [5, 
p. 44]. In English, the monitor subject is a “person who 
has the job of watching or noticing particular things”, with 
another object meaning as a ‘computer screen or a device 
with a screen on which words or pictures can be shown” [6]. 
Similarly, In Brazilian Portuguese, the monitor subject is a 
“person in charge of teaching and guiding sports or certain 
subjects”, while its literal object is a “physical or logical 
device that observes, supervises, controls, or verifies opera-
tions of an electronic, computational, or similar system” [7]. 
From a global semantic perspective, these definitions may 
suggest how, in the context of post-modern society, the link 
between social control and emerging surveillance technolo-
gies occurs.

On the one hand, social interactions have been changing 
upwards since the Third Industrial Revolution at the end of 
the 1980s [8], which attributed a notably digital and techno-
logical character to the means of production and communi-
cation [9], making it increasingly immaterial and dependent 
on electronic devices. On the other hand, although termi-
nologically defined only in 1894 [10], social control is a 
phenomenon as old as the organization of national societies 
and as mutable and adaptable to social transformations as 
the magnitude of imperceptibility of its action strategies. 
Therefore, the intersection between these two phenomena 
allows us to refine the definition of monitor, by considering 
that such surveillance and control are also aimed at the indi-
vidual who uses the device, and not just on the opposite. The 
concept of ‘watching and being watched’ still and strongly 
applies in current post-modern times to the same extent that 
the surveillance plays on social scale is neither unilateral nor 
centralized, as was the case in modern Western era, in the 
image of Foucault’s Panopticon [11].

Having in mind the ubiquitous presence and daily depend-
ence on electronic devices, such as monitor screens from 
personal computers and mobiles, and the maintenance of 
invisible social control strategies, the objective of this paper 
is to evidence the use of AI as social surveillance systems for 
the establishment of new, softer, and more pervasive forms 
of social control. Based on the maintenance of status quo 
structures and aiming at security-based society regulation, 
such AI tools may be used as threats toward social categories 
that deviate from the moral-based norms if not regulated by 
ethical policies. Incapable of broadly embracing all cultural 
and social developments throughout history, such norms 
refer to social regulation and standardization that turn out 
to be excluding for the existence of distinctive individuals 
whose identities don’t conform to such moral standards.

This paper was carried out by a theoretical reflection on 
the impact of the intersectional phenomenon of social con-
trol and emerging technologies for the reinforcement of cat-
egories of exclusion. Social minorities framed in such cat-
egories are consistently under discriminations like racism, 
misogyny, xenophobia, religious intolerance, and especially 
transphobia, a key focus discussed at the image of a recent 
event. Thereby, this topic was approached with post-modern 
surveillance theories grounded on the panoptic framework 
[11], namely the Banopticon [12] and the Synopticon [13], 
as well as recent studies on the intersection of AI and social 
impacts.

This paper also builds on questions regarding social 
issues and technology, as follows: If AI technology is neu-
tral, how is its use biased by human deployments by power 
institutions, such as in social control and surveillance sys-
tems? If not neutral, how have such state-of-the-art technolo-
gies been used ethically? Which should be the protocols for 
an ethical use of AI, and by whom, and how should they be 
elaborated for guaranteeing its safe and democratic deploy-
ment for society, therefore, avoiding abusive uses that per-
petuate inequalities?

It is expected to contribute to a social issues perspective 
of AI’s current discussion, addressing que maintenance, and 
reinforcement of bigotry toward social minorities as recur-
rent evidence. A brief genealogy of the influence of power 
institutions in surveillance toward social control is also 
expected to corroborate the understanding of how AI tools 
may be manipulated to sustain historical inequalities and 
social hierarchy. The discussion of a local-based AI ethi-
cal regulation instead of moral-based policy arrangements 
embraces the expected contributions to the current discus-
sion on AI and social impacts.

2  Artificial intelligence and surveillance: 
an up‑to‑date governing technology 
for a settled social control strategy

In late modernity societies, the same power institutions’ 
discursive control strategies that shaped the preceding 
period are further developed and extended, evolving cul-
ture characterized by the weakness of tradition and the 
rising of people’s reflexive ability regarding their role in 
society [14]. In this way, in which the discontinuities of 
modernity concomitantly become the themes and problems 
of society [15], individuals of the digital age become, to 
a certain extent, both the subject and the object to whom 
social control is addressed [13]. As we are constantly 
being watched by devices that are less and less physically 
tangible and visible, whether on an individual scale, by 
the cameras of our ‘monitors’, or on a collective scale, by 
CCTV equipment inside commercial establishments and 
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institutions, we are docilely coerced to corroborate such 
ubiquitous surveillance [16] mainly by granting personal 
data.

These data become the potential targets of social power 
relations, which operative system builds on information 
manipulation to substantiate coercive actions of social 
interactions through microphysics of power, as in Fou-
cault’s thought [11], or macrophysics of power in the case 
where they are accumulated in online databases. To the 
extent that the data allow the elaboration of ‘knowledge’ 
about the individual, these are, therefore, ‘known’ and 
‘classified’ according to parameters of social control, such 
as facial and corporeal features.

In the current context of mass digital media, per-
sonal data is either transferred by individuals themselves 
through cookie acceptance, newsletter subscriptions or the 
inevitable filling out of registrations, or is silently removed 
without the individual’s knowledge to serve commercial or 
political purposes [17]. Therefore, data collection moves 
from an eventual possibility to an invisible probability, 
especially when considering the emerging applications of 
AI tools for information processing.

There is still no consensus regarding a consistent and 
precise definition of AI, blurred by misleading terminolog-
ical swops with ‘Machine Learning’ [18] and ‘Big Data’ 
in public imagination of socio-technical concepts [19], or 
by AI’s intentional marketing deployments by global net-
works as a smoke-screen or a distraction to environmen-
tal damaging and climate change [20]. Even though, the 
term is often used to refer to information technology sys-
tems that perform functions usually performed by humans 
[21]. In general terms, AI is employed in the automation 
of processes by asking questions, discovering, and testing 
hypotheses, and automatically making decisions based on 
advanced analysis, operating in extensive databases [22]. 
It also contributes to the generation and management of 
Big Data, understood as the “high-volume, high-velocity 
and/or high-variety information assets that demand cost-
effective, innovative forms of information processing that 
enable enhanced insight, decision-making, and process 
automation” [23, 24].

In the social sphere, AI systems are increasingly pre-
sent, from synchronous translation tools, experimental 
applications of self-driving cars, digital assistants, and 
facial recognition services [25], anchoring themselves on 
huge amounts of personal data [26] to perform analytic 
and decision-making functions. Throughout history, rul-
ing classes have developed systems for maintaining social 
order, the sustainable and democratic management of 
which is beneficial to society. However, social control has 
been, and clearly still is, frequently used to consolidate 
ruling classes’ power and prevent social change.

2.1  Post‑Panoptic theoretical and technological 
developments in late modern Western societies

Especially during the Modern period, social control took 
place through disciplinary power, as theorized by Foucault 
[11]. This model of power made use of such systems as 
instruments of social domination for the normalization of 
all society individuals by classifying and controlling deviant 
behaviors through the creation of prone-to-crime classes. 
However, this logic was applied to societies of the Mod-
ern period, in which social control strategies operated in 
a centralized way, as represented in the image of Jeremy 
Bentham’s Panopticon [27]. For it is a theory that reflects 
on social control in a historical period that is no longer in 
force, the theoretical framework presented in Discipline and 
Punish: The Birth of the Prison (1979) does not perfectly 
apply to current times. However, it can be taken, according 
to Lyon [28], as a theoretical foundation for analyzing and 
understanding surveillance and social control in the period 
of Late Modernity. In this regard and considering the differ-
ent operating logics that characterize the actual historical 
period, AI is a phenomenon of great impact in fields, such 
as technology and post-modern socio-political science, thus 
promoting fundamental changes in terms of social control 
and biopolitics [29].

2.1.1  The Panopticon

According to Foucault [11], the switch in the character of 
punishment between the XVIII and XIX centuries had both 
a viewer and a content shift, thus leaving the social spectacle 
and physical aspects of torture of the body to an enclosed, 
monitored, corrective, and institution-centered disciplinary 
control of the soul. These changes in social order accompa-
nied the emergence of the prison as an architectural appara-
tus in the image of Bentham’s concept, which inner organi-
zation enabled the surveillance of a few ones toward many 
surveyed others. This gave rise to the acknowledgment of 
panopticism as a Modern operation of social control.

2.1.2  The Synopticon

Nonetheless, in The Viewer Society: Michel Foucault’s ‘Pan-
opticon’ revisited (1997), Thomas Mathiesen wondered how 
absolute was the Foucauldian statement on the surveillance 
evolution “from a situation where the many see the few to a 
situation where the few see the many” [13, p. 219]. By leav-
ing out of equation, the progressive development of modern 
media since the birth of mass press between 1750 and 1830, 
the same period of modern prison’s rise, Foucault did not 
consider the occurring opposite surveillance phenomenon 
then enabled by evolving mass media. Over the past 150 to 
200 years, mass media have evolved across printed press, 
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film, radio, television, video, and now digital technologies 
that allow millions of people to see a few on stage by the 
interface of cameras and monitor screens. It has been char-
acterizing Western societies at the light of Synopticism as 
well as while panoptic devices evolved to sharpen the eye of 
a few in the surveillance of many.

Therefore, one can notice that both surveillance phenom-
ena occurred, and have been occurring simultaneously, in 
both a panoptical and a synoptical manner, underpinned by 
surveillance systems as a set of tools for power performed 
by institutions. The Roman Catholic Church and the military 
are examples of such once meaningful powers institutions 
that reciprocally operated the Panopticism and Synopticism 
in intimate interaction and by means of joint technologies 
aiming at social control [13]. The early beginning of the 
XXI century, precisely the year of 2001, is a key period to 
illustrate the Synopticon as well as to understand its effects 
and correlational shifts among security studies, surveillance 
systems and social control.

2.1.3  The banopticon

9/11’s terrorist attacks are taken as a clear example of Syn-
opticism as a mass media surveillance event [30] that tres-
passed the mediatic boundaries of the United States (US), 
being on worldwide news. This opened precedents for the 
US and their allies, such as the United Kingdom, Australia, 
and some countries of the European Union, to put in place a 
state of unease underpinned by an idea of global insecurity 
addressed to menaces by terrorism and criminal organiza-
tions at the Western level. Such a plan endorsed a kind of 
governmentality characterized by a state of exception that 
would legitimate the political discourse of war against ter-
rorism attributed to foreigners, ethnic and religious groups. 
Under the statement of protection of citizens and collective 
survival, the obsession on security was operationalized by 
the dissemination of innovative technologies for intelligence 
services. They focused on monitoring and controlling social 
behavior to artificially differentiate the ‘insider’ from the 
‘outsider’, that is, to specify the distinction between catego-
ries of inclusion and exclusion and sort social individuals 
accordingly. By circumscribing the notion of security into 
the boundaries of social norms, thus sharpening the frame 
of ab-normalization [12], such political turn aided by the 
emerging and precise technological surveillance systems had 
the risk of being endangering insofar as they could accentu-
ate exclusion and discrimination toward many vulnerable 
social categories.

In this regard, Didier Bigo [12] theorized the term ‘Bano-
pticon’ to refer to generalized state of exception character-
ized by an intensified and globalized governmental use of 
surveillance technologies to collect personal data and cre-
ate numerous databases, thus defining potential profiles of 

risk based on features and behaviors of individuals. With 
the objective of guaranteeing the security of the normal-
ized by predicting others’ criminal behavior, personal data 
were then collected, exchanged, and cross-referenced among 
databases. Therefore, 

“(…) biometrics have become widespread and are 
linked by transnational databases; iris-scanners have 
been developed and justified at airports—now installed 
at Schiphol, Amsterdam, and being implemented else-
where in Europe and North America as well; CCTV 
cameras are present in public places, enhanced if pos-
sible with facial recognition capacities such as the 
Mandrake system in Newham, South London; and 
DNA databanks are used to store genetic information 
capable of identifying known ‘terrorists’” [12].

Although being an effective tool for accurate surveil-
lance in specific environments, such as airports and trans-
iting zones, to promote social order, the use of personal 
databases did not remain exclusive to such the intent of 
maintaining social order. In the era of mass communica-
tion media, political instability and consumerism, personal 
data started to draw attention to occurrences in which their 
instrumentalization by powerful AI processing tools started 
attending interests from political, economic, religious, and 
governmental spheres, thus potentially bringing new forms 
of societal clashes.

2.2  The commodification of personal data 
and the manipulation of social behavior

Commercial applications of AI destabilize the formerly 
state-centered monopoly of social control. Devices con-
stantly connected to the internet, particularly through con-
sumer digital technologies, provide private companies with 
a vertiginous amount of personal data about users. This 
equips the private sphere with the power to bias individual 
purchasing behaviors by making use of AI to compute mass 
data through machine learning applications and predictive 
analytics software, to produce advertisements and appealing 
customized discounts. To the extent that such AI applica-
tions have led to the commodification of social control [29], 
purchasing behavior is not the only one to be influenced. 
Social behavior, economic issues, marketing purposes, 
political campaigns, provision of services, and governance 
challenges, in a broader spectrum, also become conditioned 
to social control initiatives implemented by Big Data ana-
lytic and AI [31]. A concrete manifestation of such phenom-
enon is the influence power that mass communication tools, 
namely Twitter, had in the 2016 US elections, which resulted 
in the seizure of power by the Republican Donald Trump in 
the presidency [32].
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An ascending application of AI in social surveillance 
occurs in facial recognition systems. These systems have 
already been used for almost 20 years [26, 33] in the US, 
operating on government-provided images, such as citizen 
ID and driver’s license photos[26, 34]. In present days, 
they operate in online public databases fed by users (such 
as Facebook, YouTube, Instagram, and other social media 
platforms). Just like the mechanism of ‘Clearview AI’, a US 
facial recognition company, these tools market the access 
toward surveillance services [26] to other private compa-
nies and state bodies. This is a common practice in China, 
where the exercise of mass social surveillance with the use 
of AI facial recognition technologies is already a very well 
established ‘security’ strategy [35]. Chinese private compa-
nies have been making a continued push for leadership and 
primacy in AI as they export surveillance technologies to 
liberal democracies in the Global North and South [26, 36], 
also targeting authoritarian states such as Saudi Arabia in 
the building of ‘smart cities’ [37]. Therefore,

“AI technology makes possible social control, whether 
in China, as an expression of its authoritarian regime, 
or globally, by allowing Chinese access to these sys-
tems and their data, and by facilitating local authorities 
in their social control of citizens” [26, p. 51].

In a global aspect of digital technology-based surveil-
lance systems and social control by means of commodified 
personal data, what is mainly at stake are the ethical risks 
toward social assistance policies, anti-democratic practices, 
social deviation, and violations of human rights [38, 39]. 
With no transparency and sensibleness, these systems can 
identify and detect activists at a protest or to chase someone 
on the subway, revealing sensitive data on target individu-
als, such as their names, where they live, what they do and 
who they know. This means that AI tools can be used to 
turn images available on the web, from social media to other 
websites, as potential ‘ammunition’ [26].

3  Weaponizing data to reinforce 
the exclusion of social minorities: 
the hazards of non‑consensual 
information collection

The already usual non-consensual collection of personal 
data is potentially problematic for human rights issues of 
individuals who are not considered suitable into social 
norms, therefore being consistently targets of bigotry, such 
as misogyny, religious intolerance, xenophobia, racism, and 
transphobia, to name a few. Surveillance systems operated 
by AI tools might represent hazard to these social categories 
when their deployment is analyzed from an ethical view.

An example of both misogyny and religious intolerance 
may be verified in the severe laws regarding the use of hijab 
by Iranian women. During an interview with the secretary 
of headquarters of the Ministry of Good and Prohibition 
in August 2022 [40], the Iranian government agency sug-
gested that police should use face recognition AI technology 
to monitor women who fail to comply with the hijab law. 
By matching video images with national identity databases, 
their identification becomes more accurate, then justify-
ing the application fines and arrests [41]. In the following 
month, a 22-year-old woman named Jina “Mahsa” Amini 
died after being severely beaten by Iran’s morality police for 
her considered inappropriate use of the hijab, which gener-
ated a wave of strikes in the country [42].

Non-white people, especially black people, have been 
submitted to distressing social consequences from events in 
which facial recognition technology is used uncritically and 
unethically, such as false arrests and excessive surveillance. 
The effect of algorithmic failures in accuracy recognition 
has its origin in institutional racial bias built on histori-
cal disparities, which, if further enforced, may strengthen 
pre-existing inequalities even more [43, 44]. Two scientific 
studies have analyzed the accuracy performance of facial 
recognition algorithms and revealed their lower precision 
toward that females, black people, and individuals between 
18 and 30 years old [45, 46]. This may be understood as an 
evidence of a social category bias in the use of AI facial rec-
ognition technology in being convenient to male and white 
individuals.

Regarding xenophobia and fear toward the foreigner in 
a society, social media are likely tools for both construc-
tive cultural exchange and hostility against those perceived 
as ‘others’ [47], as there is consistent evidence of strong 
links between social media platforms usage and hate crime, 
especially against refugees [47, 48]. Having the structural 
national-states differential attribution of rights and respon-
sibilities based on citizenship status (citizen or non-citizen) 
[47], migrants and refugees are known for not having the 
same access to political rights and protections. This is vis-
ible in international borders and control movements, whose 
surveillance data is recently managed by Big Data and AI 
technologies to predict population flows and control unau-
thorized migration [31], leaving those seeking asylum in 
their own vulnerability.

The intersectional frameworks of AI and race or binary 
gender have been gathering attention in mediatic plat-
forms, possibly aiding the increase of population’s con-
sciousness on the issue, but overshadowing other similar 
issues like xenophobia and sexual and gender identities 
[47]. For the latter category is frequently unobserved, cor-
roborating missing and unmeasurable data on this regard 
[49], an event of transphobia will be further discussed 
in the following section as a comprehensive instance of 
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discriminatory deployment of AI and Big Data into per-
secutory threats toward this specific category of social 
exclusion.

3.1  From objective to subjective data: threats 
to LBGT + community

The ascending technical advancement of AI has been 
manifested with the highest rigor when extracting precise 
information from users. Potentially, it may overcome the 
limits of the objective dimension of facts (what is seen, 
the materially tangible), thus accessing the users' subjec-
tive dimension (the invisible immaterial substance, the 
behavioral and psychological characteristics that make the 
subject's identity unique). In the past, capturing someone's 
sexual identity was a subjective social categorization, 
whose accuracy of perception was related to the level of 
familiarity and proximity to individuals who deviated from 
sexual norms, in this case cisgender homosexual people 
[50]. Recently, Deep Neural Networks, another AI subcat-
egory, have been trained to perform this function, as in a 
study based on the analysis of a set of 35,326 facial images 
obtained from a dating website [51]. From a single image, 
the Neural Network.

“could correctly distinguish between gay and hetero-
sexual (cisgender) men in 81%, and in 71% of cases 
for (cisgender) women. Human judges achieved much 
lower accuracy: 61% for men and 54% for women. The 
accuracy of the algorithm increased to 91% and 83%, 
respectively, given five facial images per person” [51, 
p. 246], parenthesis added.

Although the paper builds on questionable scientific 
theories, as Phrenology and biological determinism [52], 
this study tackles a sensitive matter in AI, personal data and 
social studies. The question raised goes beyond the promo-
tion of stereotypes of sexual performance and binary gen-
der–social constructs [53] anchored in gender essentialism 
[54] and in various social conventions that seek to combat 
social deviance through the fixed and immutable correlation 
between sex and gender in the phenotypic manifestations of 
individuals. It refers to the ascending potential of AI appli-
cations in predicting psychological traits, such as sexuality, 
as is a critical social issue at the intersection of surveillance 
technology, social control strategies, and the instrumental 
strengthening of categories of exclusion [12] emerging from 
late modernity. Precisely, it is the possibility of obtaining 
personal data without consent that deliberately harms the 
privacy of individuals and may potentially be used to sup-
port persecution of non-heterosexual people in countries, 
such as Iran and Saudi Arabia, where ‘deviant sexuality’ is 
punishable by death [52].

3.2  AI and transphobia: the case of ‘Gender 
Mapping’

It therefore becomes even more dangerous to belong to a 
community classified as deviant from the social norm in a 
historical period when AI surveillance technology, at the 
command of companies and authoritarian states interested 
in maintaining the interests of their elites, is used to cre-
ate, analyze, and manage online databases. An instance 
of growing danger for historically excluded groups in the 
actual landscape of surveillance by AI is transgender and 
transsexual communities, known to be more marginalized, 
deprived of medical care [55] and dispossessed of many 
human rights than other LGBT + individuals. In August 
and September 2022, a transphobic event involving public 
databases occurred in the US: several hospitals that provide 
child and adult medical care related to gender transition for 
trans-sexual and transgender people faced bomb threats and 
other types of violence [56]. This is directly related to social 
surveillance by AI and its consequent formation of databases 
insofar as:

“(…) a centralized online list called the “Gender Map-
ping” project, founded by Alix Aharon of the TERF 
(Trans Exclusionary Radical Feminists) Women's Lib-
eration Front, is raising concerns that more providers 
could be targeted next. The map, which is hosted on 
Google Maps’ publicly available software using the 
“My Maps” feature, documents the locations of thou-
sands of establishments around the world that serve 
trans people in some way. (…) The Gender Mapping 
Project’s website claims that its goals include “abolish-
ing the gender industry” and holding “those who are 
harming [children] to account” [56, p. 1].

This is a demonstration of what can happen on a global 
scale when making the unethical use of advanced technolo-
gies for collecting and storing data. This intersectional issue 
between AI and social control can be explained within the 
context of late modernity: if, in modern societies, social sur-
veillance took place in the panoptic light over a delimited 
and distinguished area, then, after the phenomenon of glo-
balization, the zones of indistinction became crucial for the 
performance of power [57]. Therefore, post-panoptic social 
surveillance has become de-territorialized and rhizomatic, 
which corroborates exclusionary classification and control 
strategies [28], having as an instrument the creation and con-
stant maintenance of databases with individuals’ information 
for crystallizing the operation of what Foucault [58] named 
as biopower.

Furthermore, when considering that, from the 1980s 
onwards, there has been a rise of an obsessive idea of 
'security' in most of social organization’s modus operandi 
[59], at the beginning of the XXI century, this condition 
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became directly linked to social surveillance studies [12, 
28]. This occurs to the extent that exceptional practices typi-
cal of the state of exception are established to constantly 
cause uncertainty and social discomfort. Consequently, the 
oppression over categories of inclusion is reinforced while 
also strengthening exclusion of the most vulnerable ones 
with the intention of reducing or preventing the mobility of 
assigned individuals. The instrumentalization of this form 
of government in the shape of mechanisms of social sur-
veillance creates and perpetuates the banishment of these 
social categories, for which the banoptic apparatuses are 
theorized [12]. Still, by resuming the effects of such a gov-
ernance format in the context of mass communication and 
geolocation devices, which are processed and managed by 
AI tools, individuals are given the responsibility of keeping 
watch while being watched, which is why synoptic devices 
are also theorized and relevant [13]. This may explain, from 
the point of view of social surveillance theory, how organ-
ized social groups, in the image of TERFs threatening health 
centers for trans population in the US [56], assume the self-
delegation of security by claiming the fight against the ‘risk’ 
[60]. A risk of compromising social achievements and the 
legitimization of identities built on biological essentialism, 
however necessarily raising social and cultural norms tied to 
a binary—and exclusionary—perspective of gender. Thus, 
the AI weaponized threats to health centers that provide care 
to those who deviate from gender and sexual norms under 
the pretext of 'security' is questionable for its exclusionary 
contents—those against which these same activists fight for 
in the patriarchal social system built on power dominance 
and privileges exclusive to men.

4  On ethicizing the tool: a matter 
of theological morality or of social policy?

It becomes clear that the unethical uses of AI tools are ena-
bled by inconsistent regulation. The reliable and transparent 
use of AI is still conditioned to a robust formulation of ethi-
cal policies, which building protocols need a comprehensive 
study on democratic equity, for which cultural values and 
social differences need to be addressed.

Current AI policies-makers struggle to set a globally 
defined application standard within a unilateral approach to 
culture, heavily based on Western culture’s values [61, 62], 
like those regarding sexual and gender stereotypical roles 
in family moral values sustained by the Roman Catholic 
Church [63]. This becomes socially problematic as innate 
and diverse cultural differences are neglected or left out of 
discussion [62], generating violence-prone tensions and 
misalignments between cultural values for “the culture that 
develops and shapes the AI differs from the globally diverse 
cultures of the human–AI interaction contexts” [64].

In this regard, another approach to AI systems and ethical 
stances is upheld. The deployment of a bottom-up approach 
to culture into AI ethical legislation is suggested by applied 
ethnographic research, bringing the potential of local cul-
ture to be discussed, analyzed, and embedded into policy 
making. As an instance of such a scenario toward a more 
socially equitable implementation of AI systems, the current 
vulnerability situation of Hijras in India and Bangladesh is 
discussed within the framework of gender-based violence 
supported by technology and considering the implications 
of reclaiming local culture into local AI policy legislation.

4.1  The paradoxical discourse and the catholic 
power resumption quest via AI

Although historically known to unify social and cultural 
behavior by a unique set of moral values to be followed, as 
for the Inquisition example, the Roman Catholic Church has 
entered the AI and Ethics discussion. Stated in the recent 
document Rome Call for AI Ethics [65], the Vatican.

“(…) supports an ethical approach to Artificial Intel-
ligence and promote a sense of responsibility among 
organizations, governments, and institutions with the 
aim to create a future in which digital innovation and 
technological progress serve human genius and crea-
tivity and not their gradual replacement.” [66, p. 1].

Representing an institution that for a long time held the 
power of social control long before modern societies and that 
today tries to recover its importance [67] without giving up 
its doctrine for the exercise of power [68], this statement by 
Pope Francis initiates a paradoxical discussion. It focuses 
on the threat to human activity by uncritically emphasiz-
ing the technocratic paradigm that, for economic, financial, 
and political purposes, tends to gain control over the human 
subject [69] and, therefore, it is necessary.

“(…) to accept that technological products are not 
neutral, for they create a framework which ends up 
conditioning lifestyles and shaping social possibili-
ties along the lines dictated by the interests of certain 
powerful groups. Decisions which may seem purely 
instrumental are in reality decisions about the kind of 
society we want to build” [69, p. 80].

However, speeches that display very coherent contents 
toward anti-discrimination and human rights demand spe-
cial attention to warning inconsistencies, especially when 
rendered at the intersection of ethical policies and new tech-
nological tools with mass media impact. When delivered by 
current and former power institutions, like the very Roman 
Catholic Church, which held power and social control in 
older times, such inconsistencies may bring potentially 
harmful impacts to society and individual freedom. If, on the 
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one side, recent official statements [70] as well as academic 
studies [71] try to bring ‘Christian wisdom’ closer to AI 
ethical development in order to inform it with moral values, 
turning its use fair and righteous for all, on the other side, a 
closer look at their arguments might unveil disguised power 
control purposes. As Pope Francis states himself: “being 
homosexual isn’t a crime (…) but it’s a sin” [72], a progres-
sive political discourse screened by dogmatic moral values 
may yet conceal discriminatory notions to maintain the per-
sistence of categories of exclusion, therefore evidencing a 
moral gap in the ‘fair and righteous for all’. If human rights 
must also be part of non-heterosexual people’s lives, but 
“Church teaching holds that homosexuals acts are sinful, or 
‘intrinsically disordered’” [72], there is a risk of perpetuat-
ing old stigmatization logics into current social issues, such 
as the matter of ethics toward AI. Among other duties, this 
junction may potentially mitigate or end issues such as the 
moral differentiation discourses on corporeal materiality 
performed by both religion and medicine [73], which, in 
turn, stimulated “the belief that certain body types and per-
sons fall outside measures of normality, categorizing ‘differ-
ent’ bodies as disabled and undesirable’” [74, p. 77].

In this regard, it is relevant to frame this paradoxical oper-
ational discourse in terms of panoptic and synoptic strate-
gies for social control, performed by The Roman Catholic 
Church. During its apex of power,

“the confession during which many isolated indi-
viduals confide their secrets one by one to the unseen 
representative of the Church, has functioned panopti-
cally as a setting in which the few—the priests—have 
seen and surveyed the many—the people of the town. 
Simultaneously, the Catholic Church has definitely 
functioned synoptically, with its enormous cathedrals 
intentionally placed in very visible locations for syn-
optical admiration, drawing large masses of people to 
listen to the sermon, and with the Pope speaking from 
the balcony of St. Peter’s on Easter Day” [13, p. 223].

Mainly since the XVI century [75], both panoptical and 
synoptical surveillance devices for social control had fear 
as a discursive and strategic token, operated by the intimi-
dating final judgment of God in the case of not compliance 
with Church’s teachings. Now in the early XXI century, 
fear seems to still have a relevant importance in terms of 
biopolitics and ethical issues, especially within the banop-
tical framework. On the one hand, it is commonly associ-
ated with AI insofar as its full impact potential for society 
is yet known, and, on the other hand, civil society tends to 
behave precautionary and let fear take over decision-mak-
ing in unknown situations, which may compromise liberty 
and rights [26], favoring normative social categories at the 
expense of the ban of non-normative ones [12]. Hence, it is 
indispensable to be alert to the notion that, in Capitalism, 

power reinvents [76]. It manifests in the relationships exer-
cised in different cultural practices, devices, technologies, 
techniques, and strategies, but which still admits resistance 
[11]. In the current context of late Capitalism and Moder-
nity, in which the greater the dispersed, broad, penetrating 
[77], mild, and subtle regime of power, the greater the rigor 
on the docilization of bodies [28], it is expected that the 
current and subsequent post-panoptic paradigms, operated 
or not by mass media, the internet and further advancements 
in communication technologies, still offer the possibility of 
resistance to the same extent [78].

4.2  Envisioning regional and local‑based AI ethical 
policies

Ultimately, if the aim is formulating ethical AI policies to 
guarantee fairness and righteousness for all, it is fundamen-
tal to understand the role of culture and which range of social 
aspects are taken into consideration within its technological 
deployments [79]. Beyond manifesting advancing know-
how and technical wisdom, new technologies are a medium 
of imagining the future from a society’s world vision [80], 
which means that social values are intrinsic to their design 
[79]. However, as instances of AI-triggered social vulner-
ability and exclusion demonstrate, not all cultural nuances 
are considered when writing and building up AI logics.

On the one hand, the Western world culture has his-
torically played a hegemonic cultural dominance role, now 
working toward imposing their own values and ethical nar-
ratives into AI development, thus forging and manipulat-
ing behaviors while denying the diversity and peculiarity of 
other possible ethical framings [61]. According to Hagerty 
and Rubinov´s literature review, considering more than 
800 academic research manuscripts, AI developments “in 
a global context are biased toward perspectives held in the 
U.S., and limited by a lack of research, especially outside 
the U.S. and Western Europe” [79, p. 1]. On the other hand, 
the worldwide inequalities in terms of broad access to the 
internet and telecommunication bandwidth capacity attest 
the digital exclusion and the underrepresentation of people 
with restricted or no internet access, corroborating margin-
alization tendencies in a global and technological sphere 
[79], especially in the Global South [81].

Actively committing to undermined regional and cultural 
differences from diverse societal contexts is a key action [61, 
79, 82–85] to address ethical AI’s critical assessment [79], 
endorsing the withdrawal of ethics from monopolized com-
munication frameworks [61]. Therefore, a comprehensive 
ethnographic research agenda is essential in scientific [79, 
81] professional [85], and social and geopolitical practices 
to understand how AI may reinforce social inequalities [79]. 
Out of global hegemonic influences, the set of information 
gathered from contextual cases, debates, and listening to the 
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diversity of cultural particularisms [61]. It can be imple-
mented in local-based ethical policies to regulate a righteous 
technological implementation in compliance with different 
meanings for privacy and fairness, for example, within a 
society´s inherent set of values [79].

As a matter of fact, the very concept of ‘privacy’ illus-
trates how nuanced its meaning can be interpreted and 
undertaken in different cultures. In 2010, the Indian gov-
ernment displayed a liberal approach to privacy and data 
protection by approaching governance “without much safe-
guarding personal data” [86], while Chinese government´s 
conservative take on privacy is shaped by a reverse pro-
portional relation between individual autonomy and state 
power [62, 87]. In both situations, the idea of privacy within 
the relationship of government and society is different not 
for semantic discrepancies [79], but for distinctive cultural 
aspects and particularisms in regional and local societies, 
such as worldviews, belief systems, social practices [64], 
values, and behaviors.

4.2.1  Embracing a local culture into technological ethics: 
awareness on Hijras

In this regard, the history of Hijras in India and Bangladesh 
may illustrate how a specific cultural phenomenon, inter-
sected by categories of gender, sexuality, belief, and politics, 
became a socially vulnerable group to whom persecution 
is currently endorsed by mass communication technolo-
gies. Also, it offers an opportunity to wonder how current 
technologies could be regulated by embedded ethnographic 
findings into building ethical policies to reflect a society’s 
imagination prevented from western’s cultural hegemony 
imposed by colonization.

Hijras are people who do not conform to the binary cat-
egories of gender, identifying neither as man nor as woman, 
but as a third gender [88]. In ancient India, they used to have 
significant status within the spheres of religion, politics, and 
public administration. During the Mughal Empire activity 
between the 1526 and 1720 [89], the Hijras were believed to 
hold blessing abilities and were taken as.

“the most faithful authoritative domestic workers. 
They displayed enormous ability, esteem, and some 
managed to accumulate a huge amount of wealth. They 
were generally appointed as wardens of the harem, and 
some rose to the ranks of army generals, illustrious 
teachers, and court consultants. With the downturn of 
the Mughal Empire and the emergence of British rule, 
their influence was declined” [90, 91].

During the colonial time, the Western ideas and values were 
enforced over Indian culture in a strike to erase anything con-
sidered unclean and dirty by the lens of the Western world. 
Between 1858 and 2018, the Indian Penal Code has held the 

Sect. 377, which made illegal any “unnatural offenses” that 
were deemed “against the order of nature”. It counted for 
events of discrimination, harassment, and persecution toward 
Hijras and any other person who would not identify as straight 
and cisgender [92]. Although some advancements have been 
conquered toward reclaiming human rights and dignity to 
Hijras, such as the recognition of their gender category in 2013 
and 2014 by Bangladesh [93] and India [94], respectively, their 
social exclusion still exists.

According to Bansal et al., violence has gained a new 
sphere of action within the increasing use and ease of access 
to digital technologies worldwide, supporting gender-based 
violence toward women, children, sexual, religious, and 
ethnic minorities [95]. This encompasses cyberstalking, 
cyberbullying, sexual harassment, image-based abuse, dox-
ing, and impersonation [95, 96], all of which easily carried 
on through social media applications and other mass com-
munication platforms able to store users’ information on Big 
Data sets. This remounts to the issue of inconsistent ethical 
policies in the context of AI and other technological tools 
that ends up on maintaining or even reinforcing structural 
social exclusion. In low- and middle-income Asian coun-
tries, the existing regulation policies do not guarantee the 
safeguard of all citizens. They are also undertaken to alleg-
edly prosecute people, like when the “anti-obscenity and 
anti-pornography laws have been used in India and Bangla-
desh to persecute vulnerable populations, such as Hijras and 
the LGBTQIA + community” [95]. Although The Supreme 
Court of India has informed, in 2017, that that privacy is 
a fundamental right guaranteed by the Indian constitution 
[97], it does not make up for the actual state of policies 
regarding data privacy and protection.

While the Indian Penal Code still reverbs a range of West-
ern culture values, as the binary gender structures and behav-
iors, they consistently collide to some of those particular to 
the Indian culture, as the case of Hijras’ non-binary third 
gender, leading to social injustices. Within this example of 
cultural values’ incongruence undertaken in law making and 
ethical policies, the comprehension that a unifying cultural 
set of values may cause negative social consequences if not 
complying with local culture. Therefore, a regional or local-
based ethical legislation, regarding technology use or other 
human deployments, would address the safeguard, fairness, 
and righteousness for all in a same cultural ecosystem if 
local values were actively embedded into such regulation 
and policies building.

5  Conclusion

This paper discusses current societal implications, as well 
as ethical and peril thresholds, of AI technology tools per-
formed in discrimination-driven threats toward specific 
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social categories, such as those targeted by misogyny, reli-
gious intolerance, xenophobia, racism, and transphobia. 
Reinforcing historical disparities built throughout time, 
AI systems may be used in power relations for the mainte-
nance of structural inequalities. The dual semantic level of 
the word monitor is used to introduce the current relation, 
in late modernity societies, of either monitoring or being 
monitored, both mediated by technological surveillance 
devices. The phenomenological intersection between sur-
veillance studies and technological deployments in mass 
media becomes even more relevant, serious, and dangerous 
when understood from the perspective of panoptical and 
post-panoptical theories.

The posed questions point out to AI’s neutrality as a 
tool, to their ethical agencies into society and to how and 
by whom should the ethical protocol policies by elabo-
rated to a comprehensive democratic deployment. To a 
certain extent, AI technologies are as neutral as any other 
human-made tools but differ in their operational sophisti-
cation in data collection and processing. The paradigm of 
AI’s neutrality is not yet broken as its current deployments 
can be biased and bolster social discrimination [98], for 
which regulatory frameworks of ethical policies need to 
be addressed to corroborate a sustainable use of AI tools 
in terms of human rights guarantees [99]. Historical power 
structure instances, such as The Roman Catholic Church, 
make efforts of approaching AI ethical policy protocols with 
Western cultural and religious bias, preventing this technol-
ogy’s regulation to be broadly deployed considering local 
culture´s diversity, thus becoming harmful to societies built 
on different cultural and moral principles.

A potential righteous policy development for ethical AI 
use may be found on the other way of globalization culture. 
Rather than devising a universal set of AI policies built on 
similar cultural values, then standardizing ethical deploy-
ment toward a normativity, the elaboration of regional or 
local-based AI legislations, built on cultural divergence, 
social diversities, and intersections among race, gender, ori-
gin, and belief, may encompass a broader, more dynamic, 
and efficient ethical tool. To implement such an envision, 
rigorous ethnographic research can be a valuable tool to 
inform AI and Big Data policy-makers, rather than under-
taking Western cultural values, often established during 
colonization periods, and followed since then. Significant 
for future research in the field, the study on the incorpora-
tion of diverse and specific cultural aspects into AI ethi-
cal regulations could help avoiding incongruence between 
proposed policies and local culture, thus mitigating social 
vulnerability of historically marginalized groups regarding 
technology-facilitated violence. If technology is shaped with 
a society’s cultural projection for the future, then a more 
inclusive society in the current historical period of AI and 
personal data collection would benefit from abandoning 

Western epistemologies in reclaiming their own cultural val-
ues into authentic regulations. Therefore, it shall be expected 
that such approach would secure a more coherent condition 
of prevailing undefined principles, such as privacy, security, 
and protection, into the own and proper terms of a distinct 
cultural identity.
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